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Abstract

• ControlNet, a neural network architecture to add spatial conditioning controls to large, pretrained text-to-image 

diffusion models.

• Reuses their deep and robust encoding layers pretrained with billions of images to learn a diverse set of 

conditional controls.

• Connected with “zero convolutions” (zero-initialized convolution layers) that progressively grow the parameters 

from zero and ensure that no harmful noise could affect the finetuning.

• Test various conditioning controls, e.g., edges, depth, segmentation, human pose, etc.

• The training of ControlNets is robust with small (<50k) and large (>1m) datasets.

• Extensive results show that ControlNet may facilitate wider applications to control image diffusion models. 
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Introduction
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ControlNet

• ControlNet is a neural network architecture that can 

enhance large pretrained text-to-image diffusion 

models with spatially localized.

• ControlNet injects additional conditions into the 

blocks of a neural network.

• network block to refer to a set of neural layers that 

are commonly put together to form a single unit of a 

neural network.

• Suppose F(·; Θ) is such a trained neural block, with 

parameters Θ, that transforms an input feature map 

x, into another feature map y as 
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ControlNet

• lock (freeze) the parameters Θ of the original block 

and simultaneously clone the block to a trainable copy 

with parameters Θc.

• Applied to large models Stable Diffusion, the locked 

parameters preserve the production-ready model 

trained with billions of images.

• The trainable copy is connected to the locked model 

with zero convolution layers, denoted Z(·; ·). To build 

up a ControlNet, we use two instances of zero 

convolutions with parameters Θz1 and Θz2 

respectively. The complete ControlNet then computes



6

ControlNet for Text-to-Image Diffusion 

Both the encoder and decoder contain 12 blocks, and the full 

model contains 25 blocks, including the middle block.

Of the 25 blocks, 8 blocks are down-sampling or up-sampling 

convolution layers, while the other 17 blocks are main blocks 

that each contain 4 resnet layers and 2 Vision Transformers 

(ViTs)

“SD Encoder Block A” contains 4 resnet layers and 2 ViTs
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Training

• Given an input image z0, image diffusion algorithms 

progressively add noise to the image and produce a noisy 

image zt, where t represents the number of times noise is 

added. Given a set of conditions including time step t, 

text prompts ct, as well as a task-specific condition cf, 

image diffusion algorithms learn a network ϵ to predict 

the noise added to the noisy image zt with

• Where L is the overall learning objective of the entire 

diffusion model.

• Randomly replace 50% text prompts ct with empty 

strings. This approach increases ControlNet’s ability to 

directly recognize semantics



8

Inference

• We can further control how the extra conditions of 

ControlNet affect the denoising diffusion process in 

several ways.

• Classifier-free guidance resolution weighting. CFG is 

formulated as ϵprd = ϵuc + βcfg(ϵc - ϵuc) where ϵprd, ϵuc, 

ϵc, βcfg are the model’s final output, unconditional 

output, conditional output, and a user-specified weight 

respectively.

• Composing multiple ControlNets. To apply multiple 

conditioning images (e.g., Canny edges, and pose) to a 

single instance of Stable Diffusion
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Inference
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Experiment
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Experiment
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Experiment



13

Experiment
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Experiment
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